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Question 1

Temporal Logic

(a) Consider each pair of temporal logic formulae below. Identify which logic each formula is
written in and then show whether the pair are are equivalent or not. If needed, you can use
known equivalences from propositional logic or for dualities between temporal operators.

(1) (QavOb) = O(anb) and O(—aV -b) — (O—a A O-b)
(ii) VO(p — VOV(Ogq) and VYO(p — 00q)

(8 marks)

(b) Assuming that a, b and ¢ are atomic propositions, translate each of the following statements
into the temporal logic LTL.

(i) At most two of a, b and ¢ are ever true simultaneously.

(ii) If @ and b are ever true simultaneously then, from that point on, at least one of them
is always true at any point.

(iii) ¢ is true at exactly two distinct time steps and these are not consecutive.

(iv) Each of b and ¢ are true infinitely often but the number of times that they are true
simultaneously is finite.

(7 marks)

(¢) For each of the properties expressed in part (b), state whether or not it belongs to these
linear-time property classes: invariant, safety, liveness. Justify your answers. (7 marks)



Question 2

Model Checking Algorithms

(a) Illustrate the application of the CTL model algorithm checking algorithm to determine
whether the LTS M below satisfies the formula:

¢ = Y0O—-3[~dUV¥Qa]

If it is not satisfied, you should explain why not.

{a,b,c} {c,d} {c} {a,b,c}

(8 marks)

(b) Illustrate the application of the LTL model algorithm checking algorithm to determine
whether the same LTS M above satisfies the formula:

¥ =0(a = O = O(cA Qa)))

again explaining why not if it is not satisfied. (12 marks)

(¢) Consider the temporal operator O!"*) where I € N, u € NU {oo} and | < u, which is
a step-bounded variant of the eventually operator ¢ imposing lower and upper bounds
on the occurrence of an event. For example, to add this to CTL, for an arbitrary CTL
formula ¢ and path 7 through an LTS:

7= 0b¥g iff 3k € N such that k > 1,k < u and 7[k] = ¢

The operator can be added to LTL in a similar fashion.

For each of the two logics, CTL and LTL: (i) explain whether adding Olul increases
expressivity; (i) describe an appropriate way to extend the existing model checking algo-
rithm to incorporate this operator and analyse the efficiency of the resulting algorithms.

(15 marks)
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Question 3
Model Checking Implementations

Consider the following small program which manipulates a variable x, whose initial value is
unknown but in the range 0 to 2n—1, for a constant n > 1. Two distinct approaches to
analysing the behaviour of this program would be: (i) symbolic model checking; (ii) bounded
model checking via SAT or SMT.

while (true) {
x = x mod n;
x = x + 3 mod 2n;

(a) Fixing n = 2, show in detail how the transition relation representing this program is
represented using each approach as: (i) a binary decision diagram (BDD); and (ii) a
symbolic expression to be passed to a SAT or SMT solver, respectively. (12 marks)

(b) For each of the two approaches to model checking discussed above, give an example of a
formally specified property of the program that could be checked using that method and
which would be less suited to analysis with the other approach. Explain your reasoning in
each case. (6 marks)

Question 4
Runtime Verification

One of the key strengths of model checking is that it performs an exhaustive search of the model
of a system’s executions, yielding firm guarantees on whether temporal logic specifications of
correctness are satisfied or not. However, this often comes at the expense of limited scalabil-
ity. An alternative approach, called runtime verification instead only checks the correctness of
individual system executions.

For this question, you are asked to study the paper “Runtime Verification for LTL and TLTL"” by
Bauer, Leucker and Schallhart, which introduces this approach to verification. For convenience,
a copy of this paper is provided under “Reading Material” on the course webpage.

Explain, using your own examples where relevant, the key ideas behind this verification tech-
nique. Then discuss how runtime verification relates to the methods covered on this course:
the similarities between them, the ways in which they differ, and the reasons behind this. You
may wish to cover the types of correctness property supported, but you do not need to cover
technical details from Section 4 of the paper (on timed extensions).

Your answer to this question should not exceed three pages. Answers will be judged according
to the correctness and clarity of their exposition, and the level of insight shown in comparing
runtime verification to the methods you have studied.

(25 marks)
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